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Abstract: Large price swings increase portfolio risk and make trading decisions difficult. This study 

builds a short-term warning model that uses Granger-based feature selection and a LightGBM 

classifier tuned with Bayesian search. The model is tested on three years of CSI 300 data. Daily log-

returns are used to mark extreme events, and all evaluation follows time order to avoid future 

information. The model signaled about 70% of large price swings two trading days in advance and 

showed better results than a model without causal features. These findings indicate that adding 

predictors with leading effects helps identify warning signs before sharp movements. The 

framework can support routine risk control and position planning. 
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1. Introduction 

Large price swings in equity markets can disrupt trading decisions and elevate 

portfolio risk, motivating the development of models capable of providing early warnings 

of extreme volatility [1]. Recent studies show that machine-learning methods can detect 

tail events more effectively by incorporating a wide range of market factors, technical 

indicators, and macroeconomic variables [2]. Research focusing on the Chinese market, 

particularly CSI 300 constituents, also suggests that short-horizon predictive performance 

improves when richer inputs are used [3]. These findings highlight the potential of data-

driven approaches to support proactive risk monitoring. Nonetheless, several challenges 

persist, including severe class imbalance, rapidly shifting market states, and the short 

predictive lead time required for practical decision-making. Causal analysis offers an 

additional perspective by characterizing how price and volatility signals propagate across 

markets or sectors. Granger-type causality and spillover analysis have been used to 

identify leading drivers of market movements in equity, energy, and carbon markets, 

especially during turbulent periods [4]. In equity settings, causality tests are often 

combined with GARCH-type frameworks to examine volatility transmission and identify 

factors that systematically lead the target index [5]. These results suggest that integrating 

causal screening into prediction models can help prioritize features carrying stronger 

forward-looking information. Meanwhile, boosting models such as LightGBM and 

XGBoost are widely employed in financial prediction because they can efficiently model 

nonlinear effects from structured data while maintaining fast inference times [6]. Recent 

evidence indicates that LightGBM-based frameworks can match or surpass deep learning 

models in price or volatility forecasting while exhibiting lower computational costs [7]. In 

particular, empirical studies using LightGBM for volatility prediction report performance 
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gains over traditional econometric methods, demonstrating the suitability of boosting for 

short-horizon financial tasks [8]. Research on extreme-event forecasting further 

emphasizes that class imbalance and shifting market regimes must be handled carefully 

for robust early warning [9]. 

Model selection and optimization also influence predictive performance. Bayesian 

optimization has become a popular tuning strategy when the number of evaluations is 

constrained, as it can identify competitive hyperparameters efficiently and improve 

model stability [10]. In financial tasks, Bayesian search has been used to tune key boosting 

parameters under rolling evaluation, helping control overfitting when positive events are 

rare. These capabilities are particularly relevant for early-warning systems that must keep 

both false-negative and false-positive rates low. Despite recent progress, several gaps 

remain. Many studies rely on short samples or limited stock sets, restricting their 

generalizability to broad benchmarks such as the CSI 300 [11]. Causal tools are often 

applied after prediction rather than during feature construction, meaning directional 

information is not fully incorporated into the modeling pipeline [12]. Parameter tuning is 

commonly performed via trial-and-error, and few works report the time needed to 

generate alerts, even though practical applications require forecasts one or two trading 

days ahead [13]. Early-warning research targeting the Chinese market is still developing, 

although recent studies show progress in modeling market-state transitions and crash 

signals [14]. 

This study proposes a hybrid early-warning framework that integrates Granger-

based causal screening with a LightGBM classifier optimized by Bayesian search. A causal 

feature matrix is constructed to retain predictors exhibiting forward influence on future 

price movement. The framework is evaluated on CSI 300 stocks under a rolling time-

ordered procedure. Empirical results show that the system identifies roughly 70% of 

extreme price fluctuations two trading days in advance, demonstrating that combining 

causal filtering with tuned boosting improves alert quality under class imbalance and 

evolving market states. The study further provides a practical implementation strategy 

for directional-feature retention and demonstrates that boosting-based models can deliver 

effective early warnings in real-world Chinese equity markets. 

2. Materials and Methods 

2.1. Study Sample and Market Scope 

The sample contains all stocks listed in the CSI 300 index. Only firms with complete 

daily records during the study period are included. The data span three full years, 

covering both quiet and volatile markets. For each stock, daily close, high, low, trading 

volume, and turnover rate are collected. Market-level indicators, such as the CSI 300 index, 

are also used. Trading days affected by suspension, major corporate actions, or missing 

records are removed. After screening, 300 stocks remain. They represent a broad range of 

industries and firm sizes. 

2.2. Experimental Design and Benchmark Models 

The study examines whether adding causal features improves early warnings for 

large price swings. The main model combines Granger-based feature choice with a 

LightGBM classifier tuned by Bayesian search. A comparison model without causal inputs 

is built to measure the added value of causal screening. Both models use the same market 

variables. A rolling-window setup is used for training and testing so that only past data 

are used when predicting future outcomes. The task is to warn of extreme movements two 

trading days ahead. Labels are created from a return-based threshold. This setup allows a 

direct comparison of the two models. 

2.3. Measurement and Quality Control 

Daily log-returns are computed from closing prices. Extreme events are defined 

using a volatility threshold based on past return distribution. Days affected by large 

corporate actions are excluded. Data checks are conducted for missing values, unusual 
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price changes, and inconsistent turnover. When short data gaps appear, those days are 

removed rather than filled. All models use the same cleaned dataset. A fixed validation 

window is used to choose model settings before the rolling test. The Granger test is then 

applied to each stock-factor pair. Only variables that pass the significance requirement 

with correct lag form are used as causal inputs. 

2.4. Data Processing and Model Formulas 

The daily log-return for stock i on day t is 
ri,t= ln ( Pi,t)- ln ( Pi,t-1), 

where Pi,t is the closing price. The Granger model for variables xt and y
t
 is [15]: 

y
t
=α0+∑αk

p

k=1

y
t-k

+∑β
k

p

k=1

xt-k+ϵt. 

If the lag terms β
k
 are jointly significant, xt is judged to help predict later values of 

y
t
. 

The F1-score is used to assess the warning results: 

F1=
2⋅Precision⋅Recall

Precision+Recall
. 

All feature building and label assignment follow time order. No future return data 

enter the feature set. 

2.5. Hybrid Causal-LightGBM Procedure 

The procedure starts by applying the Granger test to find factors that lead later price 

changes. These selected factors and basic market variables form the feature set. Bayesian 

search is then used to adjust LightGBM settings within each training window. The trained 

model gives a two-day-ahead warning for the next section of data. Predictions are 

updated step-by-step through the full sample. The comparison model, which skips causal 

selection, is trained and tested in the same way. The difference in accuracy shows the 

benefit of adding causal information. 

3. Results and Discussion 

3.1. Early-Warning Accuracy and Lead Time 

The hybrid model produced reliable two-day-ahead warnings for large price changes 

in CSI 300 stocks. With a fixed false-alarm level, the hit rate reached 70%, and precision–

recall remained steady across rolling periods. As illustrated in Figure 1, the model 

consistently outperformed the benchmark. The benchmark model without causal inputs 

showed lower recall at similar precision. This suggests that variables with leading effects 

help detect warning signals before price swings occur. 

 

Figure 1. Two-day warning results for large price changes in CSI 300 stocks. 



Journal of Science, Innovation & Social Impact  Vol. 1 No. 2 (2025) 
 

 27  

3.2. Effect of Causal Features 

Including Granger-selected variables improved recall, especially on active trading 

days. The improvement was stronger for firms facing frequent policy or earnings news, 

where lead-lag behavior among factors was clearer. When causal screening was removed, 

the model lost part of its two-day advantage and missed more extreme events. This 

behavior is consistent with earlier findings that direction-based signals help short-term 

forecasts when relations among variables shift over time [16,17]. 

3.3. Effect of Bayesian Tuning and Model Stability 

Bayesian search gave parameter sets that worked more evenly across calm and 

volatile periods than manual selection. Under rolling tests, the tuned model kept similar 

performance levels through regime changes [18]. The untuned model showed drift after 

quiet periods and created more false alarms when volatility increased. The tuning step 

ran only during training and did not affect the time needed to produce alerts. The 

combination of causal screening and tuned parameters gave the strongest results: higher 

recall at the same precision, stable warning thresholds and no added cost during 

prediction. 

3.4. Comparison with Earlier Studies and Practical Use 

Many studies using deep LOB networks show strong short-term accuracy, but these 

methods need heavier models and more frequent retraining [19,20]. The present pipeline 

is simpler. It uses screened daily features and boosted trees yet still provides useful two-

day warnings with predictable timing. This makes it suitable for early risk prompts, 

margin control, and position limits where advance notice is needed. A main limitation is 

that only daily inputs were considered; detailed LOB depth was not included. Future 

work may add compact LOB measures to improve performance in stressed markets 

without slowing prediction. 

4. Conclusion 

This study built an early-warning model for sharp stock movements by combining 

Granger-based feature selection with a LightGBM classifier tuned with Bayesian search. 

Using CSI 300 stocks, the model signaled about 70% of large price swings two trading 

days before they occurred and performed better than a model without causal features. 

The results show that adding variables with leading effects helps detect market conditions 

before extreme events. The approach is useful for tasks that need advance signals, 

including exposure control and margin checks. One limitation is that the model uses daily 

indicators only and does not include detailed order-book data, which may reduce 

accuracy during periods of strong microstructure changes. Future work may add simple 

depth-of-book measures, introduce regime-based adjustments, and test the model across 

more asset classes to improve performance under changing market conditions. 
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