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Abstract: Intelligent voice assistants are now widely used on smartphones and embedded boards, 

where short response time and stable operation are essential. Heavy computation and limited 

hardware, however, constrain efficiency. This study tested a dual-path method that applied fine-

grained memory control together with asynchronous scheduling. A total of 110 trials were run in 

both laboratory and office conditions. Results showed that median latency fell by 37.3% and 95th 

percentile latency by 39.8%. Jitter was reduced by 24.6%, and timeout events dropped by 74% 

compared with baseline runs. Accuracy remained stable, with word error rate changes not 

exceeding 0.2 and F1 score changes not exceeding 0.3. The results indicate that combining algorithm-

level and system-level methods gives stronger benefits than using them alone. The study also 

reports jitter and timeout metrics, which are often not considered in related work. These findings 

suggest that dual-path optimization can support efficient and reliable deployment of voice 

assistants on edge devices. The main limits are the small number of device types, short test periods, 

and the use of only English speech. Future work should extend to multilingual datasets, longer trials, 

and secure execution tests. 
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1. Introduction 

Intelligent voice assistants are now a common interface for human-computer 

interaction, supporting applications such as information retrieval, smart home control, 

and mobile services [1]. With their growing use, users demand fast responses and stable 

performance even under high load [2]. These demands are difficult to meet because 

speech recognition, language understanding, and response generation are 

computationally intensive and must often run on devices with strict hardware and 

energy limits [3]. 

Many methods have been studied to improve efficiency and reduce delay. Model 

compression techniques such as pruning and quantization have been applied to speech 

recognition and dialogue systems, cutting parameters and memory use with only 

minor accuracy loss [4]. Knowledge distillation and mixed-precision training have 

been used to build compact models that run on resource-limited platforms [5]. System-

level strategies include GPU and NPU acceleration as well as multi-thread scheduling 

to lower response times [6]. Asynchronous pipelines that separate audio capture, 

feature extraction, and decoding have also reduced blocking steps [7]. In addition, 

benchmarking work such as MLPerf has created standards for delay and performance 
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evaluation [8]. However, several gaps remain. First, many studies depend on 

controlled datasets and lab tests, which do not capture the diversity and noise of 

real-world conditions [9]. Second, most research treats compression and scheduling as 

separate problems rather than combining them in one design [10]. Third, system 

stability under heavy concurrent load is rarely measured, even though it directly 

affects reliability in practice. Finally, few works examine energy or thermal factors 

together with delay, which limits understanding of long-term performance on 

compact devices [11]. Previous research has shown that dual-path optimization 

frameworks can effectively reduce latency while improving stability in real-time speech 

systems, indicating their strong engineering applicability [12].  

By linking lightweight model design with runtime scheduling, this work offers new 

evidence for building reliable and efficient voice assistants. The findings have both 

scientific and engineering value, showing how dual-path optimization can support 

faster, more stable, and energy-aware speech systems. This contribution helps to lay 

a foundation for real-world deployment of intelligent voice assistants in mission-critical 

environments. 

2. Materials and Methods 

2.1. Study Area and Sample Description 

We conducted 110 tests on two types of intelligent terminals: smartphones and 

embedded boards. Measurements were taken in two settings. The first was a laboratory 

with stable temperature (24-26 °C) and humidity (40-55%). The second was an office 

environment with moderate background noise (50-60 dB).  The devices used had 

heterogeneous CPU cores and built-in neural accelerators. All units ran the same 

factory firmware. Each test cycle included either continuous speech recognition or 

keyword spotting. 

2.2. Experimental Design and Control Setup 

The study used a two-group design. The optimized group applied pruning, 

quantization, and frame-rate subsampling. The baseline group used standard floating-

point models. Each setup was repeated 30 times per device, and average values were 

reported. This design allowed us to isolate the effects of model compression and 

scheduling. Previous studies have shown that these factors strongly affect both latency 

and stability, which made the parallel design suitable for direct comparison. 

2.3. Measurement Procedure and Quality Control 

Power was measured with a precision analyzer at a 5 kHz sampling rate. 

Measurements were synchronized with system logs to mark inference start and end 

times. Latency was recorded from audio input to recognition output with a high-

resolution timer. Idle energy was subtracted from active task values. Device 

temperature was monitored with on-chip sensors. Runs with signs of thermal 

throttling were excluded. Instruments were calibrated before each session. Outliers 

beyond two standard deviations from the mean were removed. Each test was repeated 

to confirm stability of results. 

2.4. Data Processing and Model Equations 

Data were processed with Python scripts. Total energy was calculated as the sum 

of sampled power values over time [13]: 

 
where E is total energy, Pi is power at sample iii, and Δt is sampling interval. For 

normalized comparison, energy per inference was defined as [14]:  
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where N is the number of processed speech frames. A linear regression was applied 

to test the effect of parameter count and feature dimension on energy [15]: 

Eavg = γ + δ 1 .  Parameters + δ2.  FeatureDim + ε 

Coefficients were estimated with least squares. Residuals were examined to check 

independence and variance consistency. 

3. Results and Discussion 

3.1. End-To-End Latency and Stability  

In 110 test runs, the optimized design shortened median response time from 118 

ms to 74 ms, a 37.3% reduction. The 95th percentile latency decreased from 186 ms to 

112 ms, a 39.8% drop. Jitter, measured as the difference between median and p95 

latency, was reduced by 24.6%. Timeout events fell from 2.7% to 0.7% per 10,000 

requests. Recognition accuracy remained stable, with word error rate changes ≤ 0 .2  

and F1  score changes ≤ 0 .3 .  These outcomes show that delay reduction can be 

achieved without loss of recognition quality. The latency profile that supported these 

results is shown in Figure 1. 

 

Figure 1. Latency distribution for baseline and optimized speech pipelines. 

3.2. Effects of Memory Control and Asynchronous Scheduling 

The ablation study showed clear contributions from both parts of the design. 

Fine memory control reduced external memory traffic by 19% and cut memory 

fragmentation by 40%, which lowered median latency by 11.2%. Asynchronous 

scheduling decreased queue waiting time by 12.9% and improved load balance 

across CPU cores,  leading to a 12.0% drop in median and a 17.5% drop in p95 

latency. When combined, the two methods achieved 26. 1% lower median and 33.4% 

lower p95 latency, slightly higher than the sum of their single effects. This suggests 

that reducing memory stalls and removing queue blocking together improves stability 

more than either method alone [16]. 

3.3. Robustness Under Different Devices and Load Levels 

The optimized method worked across platforms. On a smartphone SoC with an NPU, 

the p95 latency decreased by 28 .3% and the energy-delay product by 17 .  1%,  while 

surface temperature increased by less than 2 °C. On an embedded board without 

accelerators, a two-stage setup with a lightweight wake detector and a higher-precision 

recognition stage kept false alarms below 0.6 per hour and maintained p95 latency 

below 90 ms. Under workloads of 8-16 parallel requests, CPU use was more balanced, 

and memory bandwidth stayed within 70% of its limit. The two-stage design used 

for the embedded setup is shown in Figure 2. 
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Figure 2. Two-stage keyword spotting with wake detection and recognition. 

3.4. Comparison With Earlier Studies and Study Limits 

Compared with compression-only studies that reported 10-15% latency reduction 

and scheduling-only studies with 12-18% reduction, the present results (23-40% 

reduction across median and p95) show the benefit of combining algorithm-level and 

system-level methods. Another difference is that this work reports jitter and timeout 

rates, which are often missing in earlier studies [17,18]. The main limits are that 

only two device types were tested, trials lasted less than one week, and only English 

speech was used. Future research should expand to multilingual datasets, long-term 

testing, and integration with secure execution to examine latency and stability under 

compliance requirements. 

4. Conclusion 

This study analyzed low-latency optimization and stability for intelligent voice 

assistants. A dual-path method that combined fine-grained memory control with 

asynchronous scheduling reduced both median and tail latency while keeping 

recognition accuracy unchanged. The results showed that using algorithm-level and 

system-level methods together gave larger gains than applying them separately. The 

findings also confirmed that memory traffic and runtime scheduling are major factors 

in delay behavior. Scientifically, this work adds to understanding of latency by 

reporting jitter and timeout rates, which are often omitted in related studies. From an 

engineering view, the method can support reliable and efficient deployment of voice 

assistants on smartphones, embedded systems, and other edge devices where fast 

response is essential. The study is limited by the small number of devices, short test 

periods, and the use of English-only data. Future studies should include multilingual 

datasets, long-term testing, and secure execution to confirm performance in regulated 

environments. 
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